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Abstract: This Online Appendix describes several results and robustness checks that did
not make into the paper �Geography and State Fragmentation�due to space constraints.

It is organized into several di¤erent sections. Section 1 discusses some illustrations and

extensions of the model. Section 2 provides some correlation statistics. Section 3 considers a

broader set of geography variables. Section 4 performs some robustness checks with respect

to spatial controls. Section 5 examines some alternative methods and sources for measuring

both borders as such, and stability of borders, as well as state fragmentation more generally.

Section 6 shows the results when using smaller and larger cells. Finally, Section 7 considers

di¤erent ways of using our night lights and population density data.

1 The model

1.1 Illustration of Y �

Figure A.1 provides an illustration of how Y � varies with N = 1=s for the same numerical

example as in Figure 2 in the paper.

1.2 Other ways to model spatial resource allocation

This section considers a version of the model where the elite allocate resources non-uniformly

across the state�s territory.

To that end, let output at distance d 2 [0; s=2] from the center of country i in period t,

denoted eYi;t(d), be given by
eYi;t(d) = h eZ(d)Ai;ti� h eRi;t(d)i1�� , (1)

where eRi;t(d) denotes the amount of resources allocated to a location at distance d from the
center of country i, and Ai;t is country i�s provision of a public good, located at the center

of a country, which bene�ts locations at distance d from the center by a factor eZ(d), given
by (2) in the paper. As in the paper, Ai;t could represent country i�s level of technology.

In each period, the elite �rst allocate the resources under their control to maximize

total output. Denoting their total amount of resources by Rtoti;t , the elite thus maximize
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R s=2
0
eYi;t(x)dx, subject to 2 R s=20

eRi;t(x)dx = Rtoti;t , taking R
tot
i;t as given. Somewhat infor-

mally, ignoring that the control variable is continuous, the Lagrangian associated with this

maximization problem can be written as L = 2
R s=2
0
eYi;t(x)dx + 
 hRtoti;t � 2 R s=20

eRi;t(x)dxi,
where 
 is the Lagrangian multiplier. The �rst-order condition can be written as

@ eYi;t(d)
@ eRi;t(d) = (1� �)

h eZ(d)Ai;ti� h eRi;t(d)i�� = 
, (2)

for all d 2 [0; s=2], which states that the marginal productivity of resources is equalized

across locations.

Using (2), we can write resources at each location as eRi;t(d) = ([1� �] =
)
1
� eZ(d)Ai;t.

Using the budget constraint for resources gives
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Ai;t

"Z s=2

0

eZ(x)dx# = Rtoti;t . (3)

Recall from (2) in the paper that eZ(d) = 1�4d, which implies that R s=2
0

eZ(x)dx = (s=2)(1�
s). Inserted into (3), this gives�

1� �



� 1
�

=
Rtoti;t

Ai;ts(1� s)
, (4)

which can be inserted into (2) to give resources per location as

eRi;t(d) = �1� �



� 1
� eZ(d)Ai;t = Rtoti;t

s

eZ(d)
1� s . (5)

Intuitively, resources allocated to locations at distance d from the center, relative to the

average resources across the country, are proportional to each location�s productivity, relative

to the average productivity of the country. Substituting (5) into the production function in

(1) shows that eYi;t(d) = eZ(d)� 1

1� s

�1��
A�i;t

�
Rtoti;t
s

�1��
. (6)

Again using
R s=2
0

eZ(x)dx = (s=2)(1 � s), and recalling that average output per location
equals (2=s)

R s=2
0
eYi;t(d)dx = Yi;t, we get

Yi;t = (1� s)
�

1

1� s

�1��
A�i;t

�
Rtoti;t
s

�1��
= (1� s)�A�i;t

�
Rtoti;t
s

�1��
. (7)

Finally, we can set total resources to Rtoti;t = sRi;t, where Ri;t denotes resources per

location, as given by (4) in the paper. This produces the same expression for Yi;t as in (3)

in the paper, except that the factor 1� s is now replaced by (1� s)�.
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2 Descriptive statistics

2.1 Cross-correlations between di¤erent border variables

Table A.1 presents cross-correlations between each of the six Euratlas border dummies (bi;t)

and the border frequency index, as well as a language dummy constructed from the World

Language Mapping System, and what we call a current border dummy constructed from the

Global Administrative Areas dataset; see Section 5.1 below for more details.

All border dummies show highly signi�cant and large positive correlations with the border

index. The border dummy for 2000 has the lowest correlation with border frequency, but even

that coe¢ cient is as high as 0:599. The border dummies also show positive correlation with

each other, typically larger between closer years, suggesting that borders are not stationary

but change gradually over time. Despite the rise and fall of several states and empires

over these centuries, the locations of the borders between them are thus quite persistent.

This is consistent with a theory where some underlying constant factor, such as geography,

ultimately determines border locations.

Table A.1 shows a very high correlation coe¢ cient (0:913) between the Euratlas border

dummy for 2000 and the current border dummy, which also speaks to the reliability of the

Euratlas data.

The language border dummy shows the highest correlation with the Euratlas dummy for

2000 (a correlation coe¢ cient of 0:510) and the current border dummy (0:526). It thus seems

that state formation today follows ethnic lines more closely than in preindustrial times. This

may re�ect the spread of democracy, making it easier for ethnic minorities living in a well

de�ned territory to secede and form their own states (see, e.g., Alesina and Spolaore 2003).

It could also be due to genocide, ethnic cleansing, and policies by state governments that

make ethnic and linguistic minorities comply with the state�s majority identity, as well as

more voluntary forms of migration.

2.2 Cross-correlations between border frequency, geography, and
modern outcomes

Table A.2 shows the unconditional correlation coe¢ cients between border frequency, Bi,

and each of our benchmark geography variables. The results con�rm that the correlations

in Table 2 in the paper hold without controls. It also shows that log night lights and

log population density show positive and signi�cant unconditional correlations with border

frequency, con�rming the results in Table 6 in the paper.

As would be expected, some of the geography variables capture the same variation.

For example, the mountain dummy for 1000 meters and log ruggedness have a correlation
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coe¢ cient of 0:474. However, most geography variables capture di¤erent types of variation.

For example, river density and the mountain dummies both show stronger correlation with

the border index than with each other, thus capturing di¤erent dimensions through which

geography a¤ects borders.

Note also that the two variables measuring suitability for rainfed and irrigated agricul-

ture show high and strongly signi�cant correlation with each other, but their respective

correlations with border frequency carry opposite signs: positive for rainfed and negative for

irrigated.

The geography variable showing the strongest correlation with border frequency is rain-

fall, with a correlation coe¢ cient of 0:255. To illustrate what drives this, the map in Figure

A.2 shows the locations of cells in the top and bottom quartiles of rainfall. As seen, rainfall is

highest in the more fragmented Western Europe, and lowest in the relatively uni�ed Middle

East.

Figure A.3 illustrates the relationship between modern outcomes and border frequency

in a bar graph diagram similar to that in Figure 8 in the paper, but here conditional on

geography. For each border frequency outcome, the bars show the means of the residuals of

log night lights and log population density, respectively, after regressing each of them on the

benchmark geography variables used in column (9) of Table 2 in the paper. The patterns

are similar to the unconditional ones in Figure 8 in the paper.

2.3 Adjusting for the Holy Roman Empire: cross-correlations
with geography

As noted in Table 3 in the paper, treating the Holy Roman Empire as uni�ed does not a¤ect

the correlations between border frequency and geography much. One way to understand why

is to compute the di¤erence between the border frequency index used in the main analysis

(not treating the HRE as uni�ed) and border frequency when treating it as uni�ed, and then

correlate this di¤erence with the benchmark geography variables.

Table A.3 shows the correlation between our benchmark geography variables and the

change in border frequency due to HRE adjustment. The correlations are relatively weak.

Even where the coe¢ cients are signi�cantly di¤erent from zero, such as for river density and

rainfall, their magnitudes are small. In other words, the HRE adjustment does not shift

borders in ways that correlate with any of the geography measures we are looking at.
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3 More geography controls

Tables A.4-A.10 show the results when using di¤erent sets of geography variables than those

included in our benchmark speci�cation.

3.1 Elevation

Table A.4 considers some speci�cations where we enter log elevation as control. When

constructing this variable, in order not to drop cells with negative elevation (73 cells in

total), we use elevation exceeding the lowest level in the sample. That is, if xi denotes

mean elevation of cell i (in meters) and bx is the minimum xi across the 5202 cells (which in

our baseline sample is �28 meters, located close to the Caspian Sea), then log elevation is
constructed as ln(1 + xi � bx), which equals zero for the cell with the lowest elevation.
Log elevation has a relatively high unconditional correlation with border frequency, as

seen when it is entered alone in column (1), but it does not come out as signi�cant when

entered with our other benchmark geography controls. The reason is that log elevation

is highly correlated with log ruggedness, which absorbs most of the same variation; their

correlation coe¢ cient is 0:81.

3.2 Coal, temperature, and lakes

Table A.5 considers three other geography variables. The coal dummy indicates presence of

coal in the cell, as de�ned by the presence of rock of speci�c ages in maps provided by the

Bundesanstalt für Geowissenschaften und Rohsto¤e (BGR) in Hannover, Germany.24

Temperature refers to mean annual temperature measured in degrees Celsius averaged

for the period 1961-90. The source is GAEZ, which we used also for agricultural suitability

and rainfall.

The last variable measures the fraction of the cell�s area covered by lake, based on Natural

Earth data, which is the source used also for, e.g., coastlines and rivers.

Coal carries a positive coe¢ cient signi�cant at the 5% level when entered alone in column

(1), and together with the other two in column (4). However, none of them comes out as

signi�cant when controlling for our benchmark set of controls.

All speci�cations in Table A.5 include latitude �xed e¤ects, but the results for these

three variables do not change qualitatively without �xed e¤ects, or with both latitude and

longitude �xed e¤ects.

24We use the map IGME 5000 from BGR, and the �le �age (chronostratigraphic).lyr�in a folder labelled

�layer.� The coal dummy indicates presence of rocks from the following geologic periods: Carboniferous

(C), Carboniferous-Permian (C-P), Carboniferous-Middle Permian (C-P2), Early Carboniferous (C1), Late

Carboniferous (C2), Late Carboniferous-Permian (C2-P), and Late Carboniferous-Middle Permian (C2-P2).
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3.3 Alternative agricultural suitability variables

Recall that our two benchmark measures of agricultural suitability are based on the four

most common grains (wheat, barley, oats and rye), and refer to potential yields when using

rainfed and irrigated agriculture, respectively. Table A.6 examines two alternative measures

of agricultural suitability.

Suitability for potato agriculture is constructed from GAEZ, the source used for our

benchmark measures, and was originally used by Nunn and Qian (2011). The Caloric Suit-

ability Index (CSI) comes from Galor and Özak (2016) and is also partly based on GAEZ,

but is a calorie weighted measure of the yield a cell can generate if growing the crop with

the highest caloric content. Here we use the de�nition that considers all crops available

after 1500, i.e., in the wake of the Columbian exchange. Both are constructed under the

assumption that rainfed agriculture is used.

Columns (1)-(3) of Table A.6 enter the potato measure and CSI, both separately and

together, in lieu of the two benchmark agricultural suitability measures, keeping all other

benchmark controls unchanged. There is no signi�cant e¤ect from CSI on borders, but

the potato measure comes out as negative and signi�cant. This pattern holds broadly when

including our benchmark measure for suitability for rainfed agriculture as control in columns

(4)-(6), and when entering both of our benchmark suitability measures, rainfed and irrigated

suitability, in columns (7)-(9).

The two alternative measures are highly correlated with our benchmark measure of suit-

ability for rainfed agriculture: the correlation coe¢ cients are 0:73 and 0:61 for the potato

measure and CSI, respectively. They are somewhat less correlated with the irrigated suitabil-

ity measure, for which the corresponding correlation coe¢ cients are 0:39 and 0:30. Since both

the potato measure and CSI are constructed under the assumption that rainfed agriculture

is used, this is not too surprising.

Because we want to be able to capture the possibly di¤erent e¤ects of suitability for

rainfed and irrigated agriculture, and because the potato and CSI measures do not have any

irrigation based equivalents, we choose the measures based on the four common grains as

our benchmark controls.

One possible argument against using the potato measure� the alternative measure that

comes out as most signi�cant in the regressions� could be that the four common grains may

have been an overall more important source of nutrition than the potato for the region and

period that we consider. According to Le¤ et al. (2004, Table 5), wheat is the currently

most commonly grown crop by land area in the region that we consider (the Middle East,

Europe, Central Asia, Asiatic Russia, and North Africa). The land most suitable for potato

cultivation is concentrated in Europe (Nunn and Qian 2011, pp. 611-612).
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3.4 River and coast dummies

Table A.7 shows the results when regressing border frequency on the benchmark set of

geography controls, but using a river dummy instead of river density and a coast dummy

instead of coastline density. These dummies are indicators of the presence of a river or coast

in the cell. That is, they take the value one when the corresponding density variables are

strictly positive, and zero otherwise. The speci�cations are otherwise identical to those in

Table 3 in the paper. Not too surprisingly, the results are very similar.

Table A.8 shows some regressions in terms of local deviations, where the speci�cations

correspond to those in Table 4 in the paper, but now replacing local deviations in river and

coastline density with local deviations in the river and coast dummies, respectively. Again,

the results are very similar, but local deviations in the coast dummy in Table A.8 come out

as less signi�cant than local deviations in coastline density in Table 4.

3.5 Modern outcomes with more geography controls

Table A.9 shows the results when regressing night lights and population density on border

frequency, di¤erent sets of geography controls, and latitude �xed e¤ects. Columns (1) and

(5) replicate column (3) of Table 6 in the paper (both panels), but now also reporting

the coe¢ cients on the geography variables; columns (2) and (6) add the potato and CSI

measures of agricultural suitability; columns (3) and (7) add a coal dummy, temperature,

and the fraction of the cell�s area covered by lake water; and columns (4) and (8) add all

these variables together with the benchmark geography controls.

The coe¢ cient on border frequency comes out as signi�cant in all speci�cations. Some

of the geography variables come out as signi�cant as well, although the coe¢ cients might

be hard to interpret since many of the variables capture the same variation. For example,

as discussed above, suitability for rainfed agriculture based on the four common grains is

highly correlated with the potato measure and CSI.

Table A.10 shows the results corresponding to those in Table A.9, but in terms of local

deviations. The results are similar to those in Table 7 in the paper, although local deviations

in the border index here come out as slightly less signi�cant, in particular in columns (3)

and (7) where we use local deviations in the 2000 meter mountain dummy. The estimated

coe¢ cients are more signi�cant when using the 1000 meter mountain dummy in columns (4)

and (8).
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4 Alternative spatial controls

4.1 Sparser latitude and longitude �xed e¤ects

Many regressions in the paper enter �xed e¤ects for every half-degree latitude and/or lon-

gitude, i.e., one dummy for each row and/or column in the grid. Table A.11 considers a

somewhat sparser set of controls, namely dummies for each even integer degree latitude

and/or longitude. For example, with these sparser controls, cells centered on latitudes 25,

25.5, 26, and 26.5 degrees are assigned the same latitude dummy, since their closest even

integer latitude is 26 degrees. In that sense, our benchmark half-degree controls are four

times as �ne as these alternative controls.

Column (3) of Table A.11 enters �xed e¤ects for even integer degree latitudes, and column

(5) enters dummies for even integer degrees latitude and longitude. For comparison, column

(1) shows the results without any �xed e¤ects at all, while columns (2) and (4) show the

results with our benchmark half-degree �xed e¤ects, replicating some of the regressions in

the paper; see column (9) of Table 2, and columns (1) and (5) of Table 3, respectively.

The di¤erences in terms of coe¢ cient estimates are relatively small both when comparing

columns (2) and (3), and when comparing columns (4) and (5). In particular, the columns

with sparse and �ne controls di¤er less from each other than from column (1), where we drop

the �xed e¤ects altogether. That is, the sparser even-degree �xed e¤ects absorb roughly the

same variation as the more rigorous half-degree �xed e¤ects. While not reported here, the

results can be seen to di¤er even less when using �xed e¤ects at an intermediate level of

sparseness� i.e., with dummies for every integer latitude and/or longitude� which is not

surprising.

4.2 Di¤erent Conley cuto¤s

Most of our analysis adjusts the standard errors to control for spatial correlation using

the Conley (1999) method, with cuto¤s of 1.45 degrees. Larger cuto¤s mean we allow for

correlation in the error term across cells at longer distances from each other. Table A.12

shows that the results when setting these cuto¤s to one or two degrees, instead of 1.45,

do not change much qualitatively, although the standard errors expand a little with larger

cuto¤s.

The same holds when looking at local deviations, as shown in columns (1) and (2) of

Table A.13, where we consider only speci�cations with local deviations in mountains over

1000 meters; the results for the 2000-meter mountain dummy (not reported) are insigni�cant,

as in the benchmark case.

These local deviations are calculated as deviations from the average among the eight
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closest neighboring cells. We can do the same exercise instead using the 24 closest neighboring

cells. As seen in columns (3) and (4) of Table A.13, the results are largely unchanged.

4.3 Fixed e¤ects for clusters of cells

In the paper we explored several speci�cations with �xed e¤ects for each half-degree latitude

and/or half-degree longitude. This controls for any unobserved characteristics that vary

either north-south or east-west, but cells can also share unobserved characteristics if they

are close to each other without being on the exact same half-degree latitude or half-degree

longitude. Running regressions in terms of local deviations serves to address this.

A closely related approach is to de�ne dummies for square clusters of cells located at most

two half-degree latitudes north or south from each other, and/or two half-degree longitudes

east or west of each other, each cluster thus containing 9 cells. Similarly, we can create

dummies for clusters of 16 or 25 cells located at most three or four half-degree latitudes

north or south from each other, and/or three or four half-degree longitudes east or west of

each other.

Obviously, no unobserved characteristic would be distributed exactly in square clusters.

Moreover, where the squares are centered will always be somewhat arbitrary. However, these

cluster �xed e¤ects should arguably do a good job absorbing any factor that is approximately

constant between closely neighboring cells.

Table A.14 presents the results when regressing modern outcomes on border frequency,

with our benchmark set of geography controls, and entering �xed e¤ects for clusters of either

9, 16, or 25, neighboring cells. Interestingly, border frequency now has a negative e¤ect on

modern outcomes in all speci�cations. The results thus mirror the patterns that we found

when regressing local deviations in modern outcomes on local deviations in border frequency.

Intuitively, both methods control for unobserved characteristics among cells that are close

to each other.

5 Alternative measures and sources for borders

5.1 Border dummies

The analysis in the paper was based mostly on the average border frequency 1500-2000

de�ned in (13) in the paper, or its local-deviation equivalent in (17). Here we examine

outcomes for each of the six dummies from Euratlas on which we computed border frequency.

We also construct two border dummies based on other sources than Euratlas. The �rst of

these we call the current border dummy, which is based on maps from the Global Adminis-

trative Areas (www.gadm.org). These are supposed to show contemporary state borders. We
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do not know to which speci�c point in time that these refer, but the GADM Version 2 data

that we use were posted in January 2012. The current border dummy is highly correlated

with the Euratlas border dummy for 2000.

The other variable we call the language border dummy, which is calculated from the

World Language Mapping System (www.worldgeodatasets.com/language).

Let bi;j 2 f0; 1g be the same border dummy as before, equal to one if cell i had a border
in year j, or in this case a current border or a language border, and zero otherwise. That

is, j 2 f1500; :::; 2000, CB, LBg, with CB and LB indicating current and language borders,
respectively. We can then de�ne the local deviation in bi;j as �bi;j = bi;j � b�i;j, where now
b�i;j is the average of bi;j in the eight closest neighboring cells to cell i, de�ned analogously

to (16) in the paper. Since bi;j 2 f0; 1g, it holds that b�i;j 2 [0; 1] and �bi;j 2 [�1; 1].

5.1.1 Geography and border dummies

Table A.15 shows the outcomes when regressing each of the border dummies, bi;j, on our

benchmark set of geography controls. All speci�cations include latitude �xed e¤ects. Even

though the dependent variable is binary, we use ordinary least squares estimation to facilitate

comparison to the regressions with border frequency as the dependent variable.

The coe¢ cient estimates in columns (1)-(6) of Table A.15 carry the same signs as in the

corresponding border frequency regression in column (1) of Table 3 in the paper, at least

when they are signi�cant. Some variables do come out as larger in magnitude and more

signi�cant in some years than others, but overall it does not seem that the results when

using the border frequency index are driven by any particular set of years.

The outcomes when using current and language borders in columns (7) and (8) are also

qualitatively similar, even though these borders come from di¤erent sources and, in the case

of language borders, possibly measure something quite di¤erent. This suggests that the

patterns documented earlier are not a re�ection of any peculiarities in the Euratlas data.

Table A.16 shows the results in terms of local deviations, regressing �bi;j on local devi-

ation in geography variables. Columns (1)-(6) consider the Euratlas border dummies, and

columns (7) and (8) the current or language border dummies, respectively. All speci�cations

include latitude �xed e¤ects. When comparing the results in columns (1)-(6) to those in

column (1) of Table 4 in the paper, we see that all coe¢ cient estimates that come out as

signi�cant carry the same sign across years.

In column (7), we see that the results for local deviations in current borders are similar to

those for the Euratlas border dummy for 2000. Column (8) shows fewer signi�cant estimates,

one exception being local deviations in log ruggedness, which comes out as positive and

signi�cant.

10



5.1.2 Modern outcomes and border dummies

Table A.17 presents results from regressing modern outcomes on each of the six Euratlas

border dummies 1500-2000. All speci�cations include the benchmark set of geography con-

trols and latitude �xed e¤ects. The correlations are positive in the earlier years and turn

negative in 2000, although the positive correlations for the earlier years come out as more

signi�cant. That is, the positive e¤ects on modern outcomes are mostly driven by historical

borders.

Table A.18 presents the corresponding regressions in terms of local deviations, �nding

less of time trend in the signi�cance or magnitude of the coe¢ cients.

5.2 Variance as a measure of border stability

To study the e¤ects on modern outcomes from the stability of borders we used border change,

de�ned in (20) in the paper as Ci = (1=5)
P2000

t=1600(bi;t � bi;t�1)2. This simply measures the
average number of times the cell has changed from having a border to not having one, or

vice versa.

A closely related measure of border stability is the variance in the border dummy, mea-

sured for each cell over the six centuries 1500-2000. Since Bi = (1=6)
P2000

t=1500 bi;t is the mean

of the border dummy, we can write the variance as Vi = (1=6)
P2000

t=1500 (bi;t �Bi)
2. Like for

the variance in any border dummy this simpli�es to

Vi = Bi(1�Bi). (8)

Table A.19 shows the result from regressions identical to those in Table 8 in the paper,

except that border change (Ci) is replaced by border variance (Vi). The results are qualita-

tively identical. Conditional on average border frequency, cells have better modern outcomes

with less variance in borders, i.e., more border stability.

This formulation also suggests a useful economic interpretation of the result. First, we

write a regression equation similar to (19) in the paper, but adding a control for border

variance. Letting the coe¢ cient on border variance be �, this gives

lnYi =  + �Bi + �Vi + �i

=  + �Bi + � (Bi �B2i ) + �i
=  + (� + �)Bi � �B2i + �i.

(9)

where we have used (8), and ignored the geography controls.

The estimates in Table A.19 where Bi and Vi enter together give b� > 0 and b� < 0,

implying a convex relationship between modern outcomes, as measured by night lights and

population density, and border frequency, Bi.
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As an example, the speci�cation in column (4) of Table A.19, with night lights as depen-

dent variable, gives b� = 0:648 and b� = �0:821, implying that the lowest predicted levels of
night lights can be found where border frequency equals (b�+b�)=(2b�) = (0:821�0:648)=(2�
0:821) = 0:105. It can also be seen that a cell which has a border in just one of the six

years (Bi = 1=6) is predicted to have worse outcomes than one with zero border frequency

(Bi = 0).25 In other words, completely uni�ed cells are better o¤ than those with borders in

only one year.

5.3 Other measures of state fragmentation than borders

Borders are intuitive variables to use when measuring state fragmentation. This is particu-

larly true when we want to examine if features of the landscape such as rivers and mountains

constitute natural borders. However, borders are not the only measure of state fragmentation

that we can think of. Below we consider four related variables:

1. The log of the number of states that enter the cell each year, averaged from 1500 to

2000. That is, if ni;t is the number of states entering cell i in century t, then this

variable is de�ned as
�P2000

t=1500 lnni;t
�
=6.

2. The log mean state size each year, averaged from 1500 to 2000. Let si;t be the mean

size in square kilometers of the states that enter cell i in century t (possibly only one

state). Then this variable is de�ned as
�P2000

t=1500 ln si;t
�
=6. Note that si;t here denotes

the size of the states (or state) as measured by their (or its) total area, not the only

the segments that intersect cell i.

3. The log of the distance to the border each year, averaged from 1500 to 2000. Let xi;t
be the kilometer distance to the border, or more precisely to the boundary of the state

polygon. Then this variable is de�ned as
�P2000

t=1500 lnxi;t
�
=6.

4. Border density is de�ned as the total length of the boundaries of all states entering the

cell, divided by the total areas of the state polygons that intersect the cell, adjusted

to equal zero for non-border cells (i.e., cells with only one state). This measure is

also averaged from 1500 to 2000. A more formal de�nition reads as follows. Let bi;t
be the border dummy as de�ned in the paper (equal to one if ni;t � 2, and zero

otherwise, ni;t being the number of states entering cell i). Furthermore, let li;t be the

total length of all state boundaries intersecting cell i in year t, and let qi;t be the sum

of the state territories which intersect cell i in year t. Then border density is de�ned

as
�P2000

t=1500 bi;tli;t=qi;t
�
=6.

25That is, (b� + b�)� b�(1=6) = 0:648� 0:821 + 0:821=6 < 0.
12



5.3.1 Unconditional correlations

Table A.20 shows the unconditional correlation coe¢ cients between each of the �ve measures

of state fragmentation (border frequency and the four others de�ned above). The correlation

coe¢ cients all carry the expected signs. Cells with higher border frequency also have shorter

distance to the nearest border, belong to smaller states, and have higher border density.

The strongest correlation is between border frequency and the log number of states. This

is perhaps not too surprising, since the border dummies from which border frequency is

de�ned are just indicators that the number of states in a given year and cell exceeds one.

5.3.2 Geography and alternative measures of fragmentation

Table A.21 shows the results when regressing these alternative measures of state fragmenta-

tion on our benchmark set of geography controls and latitude �xed e¤ects. For comparison,

column (1) of Table A.21 replicates column (1) of Table 3 in the paper, using border fre-

quency as the dependent variable.

The results for border frequency and the log number of states are very similar. This is not

surprising, since they have high correlation. It is also reassuring, since the latter corresponds

closely to measures used in some related studies. For example, Michalopoulos (2012) uses

the log number of ethnic groups in a cell as a measure of ethnic diversity.

Using the other measures of fragmentation as dependent variables, the results are broadly

similar to those with border frequency. That is, the coe¢ cients mostly di¤er in sign when

the correlations are negative. Some exceptions are worth noting. The negative e¤ect on

state size from rainfed agricultural suitability in column (3) seems to capture that many

cells that record high suitability for rainfed agriculture have historically belonged to some of

the largest states, such as Russia and Ukraine. The relatively low correlation between state

size and border frequency also suggests that they do not capture the same things.

Column (4) of Table A.21 shows no signi�cant e¤ects on border density from mountains,

ruggedness, or river density. This is due to the fact that borders at lower elevations and away

from rivers tend to �meander�more than borders at higher elevations and where there are

rivers. In other words, when borders are located in less mountainous and rugged terrain, and

away from rivers, they tend to score very high levels of border density. The vast majority of

these cells are located by the coast. This seems to re�ect how the coastal segments of state

polygons simply follow coastlines.

Overall, this suggests that border density, at least as we de�ne it here, may not be the

most suitable variable to uncover how geography forms �natural�borders.
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5.3.3 Modern outcomes and alternative measures of fragmentation

Table A.22 regresses modern outcomes on each of these alternative measures of fragmenta-

tion. All regressions include the benchmark geography controls and latitude �xed e¤ects.

For comparison, columns (1) and (6) use the benchmark border frequency index as a measure

of fragmentation, replicating the results for night lights and population density, respectively,

as seen in column (3) of Table 6 in the paper. As seen, we observe more night lights, and

higher population densities, in cells with a larger number of states, smaller log state size,

and shorter distance to the border.

In columns (4) and (9), we also note a positive correlation between modern outcomes and

border density. Recall from Section 5.3.2 above that border density partly measures how

meandering a border is, and that borders tend to meander more along coastlines. Since night

lights are also high in coastal areas (see Figure 9 in the paper), this might evoke suspicion

that the correlation is partly spurious. This is another reason we prefer not to use border

density as our benchmark outcome variable.

5.3.4 Local deviations in border distance

The model in Section 3 of the paper predicts that output is lower closer to borders; see

Result 2 in the paper. To test this we correlated local deviations in modern outcomes with

local deviations in border frequency. This approach does not utilize local variation across

cells with zero border frequency, i.e., cells that have been located closer to the center of a

state in all years 1500-2000.

Table A.23 shows a couple of regressions where we instead use border distance. Local

deviations in log border distance indeed show a positive and signi�cant correlation with local

deviations in both log night lights and log population density. In other words, locations

farther from state borders (and closer to the center of states) are more developed. This is

consistent with Result 2 of the model, and the corresponding correlations when using local

deviations in border frequency; see Table 7 in the paper.

5.4 The Abramson data

Our border variables were computed from the maps compiled by Euratlas (Nussli 2010). In

this section we apply the same procedure to another set of maps used by Abramson (2017).

These use as starting point the Centennia Historical Atlas, the original creator of which is

Reed (2008). We refer to these as the Abramson data for short.

The original maps created by Reed (2008) are not geo-referenced, and the results shown

here are based on digitized and adjusted maps shared by Scott Abramson, and not publicly

available. They are described in more detail in Abramson (2017).
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These data obviously measure something very similar to Euratlas. They also measure

borders at a higher temporal frequency than the Euratlas data. On the other hand, they

cover a smaller area, and only up to 1790.

Because these data are proprietary we do not use them in our benchmark regressions.

Rather, the exercise undertaken here is to compare the results when using the Abramson

data for the same, or adjacent, years as those for which we have Euratlas data.

To that end, and because the Abramson data end in 1790, we �rst compute border

frequency across the years 1500, 1600, 1700, and 1790 from the Abramson data. This gives us

a border frequency variable de�ned over a total of 3861 cells overlapping with our benchmark

Euratlas data, which we can compare to the corresponding Euratlas border frequency index

based on the years 1500, 1600, 1700, and 1800. The two border frequency measures have a

correlation coe¢ cient of 0:80 across these 3861 cells.

5.4.1 Geography and borders

Table A.24 shows the results when regressing the Abramson and Euratlas border frequency

measures on our benchmark set of geography controls. All speci�cations include latitude

�xed e¤ects. Column (1) shows the results for the Euratlas measure based on all 5202 cells.

The results are similar to those based on the same source for the years 1500-2000; see column

(1) in Table 3 in the paper.

Column (2) again uses the Euratlas 1500-1800 measure as the dependent variable, but on

a restricted sample of 3861 cells on which the Abramson measure is de�ned. The results do

not change much compared to the baseline Euratlas sample in column (1), although the size

of some estimates change a little and coastline density comes out as slightly more signi�cant.

Column (3) uses the Abramson measure as the dependent variable. The results can be

compared to those in column (2), based on the same sample but using the Euratlas measure.

Both the magnitude and the precision of the estimated coe¢ cients are very similar. The

one exception is the coe¢ cient on the dummy for mountains exceeding 2000 meters, which

comes out as smaller and insigni�cant when using the Abramson measure.

The reason seems to be that there are di¤erences in the coordinate alignments between

the Euratlas maps and the digitized Centennia maps on which the Abramson measure is

based. Therefore, the same border is sometimes allocated to di¤erent cells. This does not

matter for most geography variables, since they are highly clustered: neighboring cells have

very similar geography. However, it does matter for geographical features that apply to

relatively few cells, such has the dummy for mountains (mean elevation of the cell) over 2000

meters. Intuitively, if a border gets pushed into a neighboring cell without such a mountain,

the coe¢ cient on that mountain indicator becomes less precisely estimated, but if it gets

pushed into a cells with just a little less rainfall the precision of the estimate is not a¤ected
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much.

Because of the variation in terms of coordinate alignments it is not meaningful to compare

results in terms of local deviations.

We also want to explore how the results vary when HRE adjusting border frequency

in the Euratlas and Abramson data, respectively. The Abramson data do not contain any

maps of the HRE as a supranational entity, but we can adjust the Abramson data using the

Euratlas HRE borders. This is not a clean comparison of the two datasets, but it might

at least give us an idea about how robust our result is that the link between borders and

modern development is weakened when treating the HRE as uni�ed.

Columns (4)-(6) of Table A.24 present the regression results corresponding to those in

columns (1)-(3), using this method to HRE adjust border frequency. Again, the estimates

for the 2000 meter mountain dummy come out as signi�cant when using the HRE adjusted

Euratlas measure, both when using the full sample in column (4), and with the restricted

sample in column (5), but not when using the HRE adjusted Abramson measure as the

dependent variable. The other coe¢ cients are overall relatively similar.

5.4.2 Borders and modern outcomes

Panel A of Table A.25 presents the outcomes when regressing modern outcomes on the

Abramson and Euratlas border frequency measures, with our benchmark set of geography

controls and latitude �xed e¤ects. Both measures of border frequency show positive corre-

lation with night lights and population density.

As seen in Panel B, we �nd no signi�cant correlation between the HRE adjusted border

measure and modern development when using the Euratlas border data. This is consistent

with the results in the paper. However, when HRE adjusting the Abramson border data

(using the Euratlas HRE borders, as described in Section 5.4.1 above) we do �nd a positive

correlation between border frequency and both night lights and population density. In

other words, keeping in mind the caveats discussed above, state fragmentation might have

a positive correlation with modern development even when we interpret the Holy Roman

Empire as uni�ed.

6 Altering the size of the cells

The data considered in the paper used cells of size 0:5� 0:5 degrees as unit of observation,
where (recall) one degree is about 111 kilometers at the equator. This section presents

results based on two alternative datasets, where each cell has size 0:1�0:1 and 1�1 degrees,
respectively.
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Following the same procedure as with the benchmark cell size data, we de�ne a border as

a cell with at least two states in a given year, and calculate a cell�s border frequency as the

average number of years it has a border 1500 to 2000, considering only cells with statehood

in all years 1500 to 2000. For each cell, we also reconstruct our benchmark set of geography

variables, and the two measures of modern outcomes used in the paper, log night lights

and log population density, following the same procedures as when using 0:5 � 0:5 degree
cells. For example, the variables that we call 1000 and 2000 meter mountain dummies are

indicators of whether the mean elevation of a cell exceeds that height, and log ruggedness is

the logarithm of one plus the standard deviation in elevation across the cell.

The 1� 1 degree dataset consists of 1516 cells, with no missing observations.
In the 0:1�0:1 degree dataset, the number of observations varies across variables. Recall

that our benchmark 0:5� 0:5 degree dataset had 5202 observations for most variables (5201
for population density). Each cell with sides 0:5 degrees contains 25 cells with sides 0.1

degrees, so we could in principle have as many as 5202� 25 = 130; 050 cells. However, many
of these smaller cells are either sea cells or lack statehood, so the number of observations is

smaller for most variables. For example, for the border frequency index and most geography

variables we have 108; 374 observations (about 17% less than the �potential�number), and

for the the agricultural suitability variables the number of observations falls to 107; 945.

When considering local deviations, the number of observations declines further, because the

neighbors of some small cells have missing observations for all neighboring cells.

Tables A.26-A.28 report the results from a number of regressions using each of these

datasets. We use ordinary least squares and report standardized coe¢ cients, so as to facilitate

comparison across regressions based on the di¤erent datasets. Adjusting the standard errors

for spatial correlation is made practically impossible in the 0:1� 0:1 degree dataset, due to
the large number of observations. To keep the regression results comparable, we thus report

robust standard errors for all regressions.

For the 0:1 � 0:1 and 0:5 � 0:5 degree datasets we include �xed e¤ects for half-degree
latitudes, i.e., a dummy for each row in the 0.5-degree cell grid, and thus only every �fth

row in the 0.1-degree cell grid. This serves to keep the regressions as comparable as possible

to those in the paper, and across these two datasets. For the 1 � 1 degree regressions we
enter somewhat sparser �xed e¤ects, namely every one-degree latitude, which is the �nest

�xed-e¤ects structure we can use with those data. The results reported below do not change

qualitatively if we use the sparser one-degree �xed e¤ects across all regressions.

Table A.26 shows the results for each dataset when regressing border frequency on the

benchmark set of geography controls, alternating between using a mountain dummy for 2000

and 1000 meters. Columns (1) and (2) report the same regressions as in columns (1) and (2)

of Table 3 in the paper, but with standardized coe¢ cients, and standard errors not being
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corrected for spatial correlation.

The results in Table A.26 are overall quite similar, but not identical, across datasets.

Di¤erences in the size of the estimated coe¢ cients across datasets are signi�cantly di¤erent

from zero in some cases, at least when using the standard errors reported, which (recall) are

not corrected for spatial correlation. However, the signs are mostly consistent.

One exception is that the coe¢ cient on agricultural suitability comes out as negative

with smaller cell size, and positive with larger cells. However, the agricultural suitability

data from GAEZ are reported at a level of disaggregation of approximately 0.1 degrees, so

we want to be careful about interpreting this coe¢ cient when using 0:1 � 0:1 degree data.
Similarly, for some of the smaller cells ruggedness (i.e., the standard deviation in elevation)

is calculated on very few within-cell observation points, never more than four.

However, even disregarding how the geography data are constructed, it is hardly sur-

prising that the results vary with cell size to some extent. First, some variation may occur

within cells, but not across cells; what variation the regressions pick up depends on cell size.

Second, some cells which were coded as having a border each year 1500-2000, such as those

by the English Channel separating France and England, become coded as having no border

in any year when using the smaller cell size. Vice versa, some non-border cells become border

cells when using larger cells. In other words, relatively small changes in cell size can have a

large e¤ects in terms of the outcome variable. Third, recall again that the results reported

here are not adjusted for spatial correlation, making some coe¢ cient estimates appear more

precisely estimated compared to the corresponding regressions in the paper.

Table A.27 presents results from the same regressions as in Table A.26, but in terms of

local deviations. Again, the results are broadly similar across datasets, but not identical.

For example, local deviations in ruggedness comes out as less signi�cant with smaller cells.

As discussed, this may not be too surprising.

Table A.28 presents some results when regressing modern outcomes on the border fre-

quency index, latitude �xed e¤ects (as explained), and our benchmark set of geography

controls, in two panels: Panel A shows the cross section of all cells, and Panel B local devi-

ations. Columns (1), (2), (7) and (8) correspond to columns (3) and (5) of Tables 6 and 7

in the paper, but here reporting standardized coe¢ cients.

Border frequency comes out as positive and signi�cant throughout in Panel A, both with

larger and smaller cell size, and when dropping coastal cells and not dropping them. The

results in Panel B show a negative local e¤ect from borders, almost regardless of cell size and

whether dropping coastal cells or not. The only exception is that local deviations in border

frequency do not show a signi�cant correlation with local deviations with modern outcomes

in the 1 � 1 degree data, and when considering all 1516 cells, but the negative signi�cant
correlation is restored when dropping coastal cells; cf. columns (5) and (6), and columns
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(11) and (12), in Panel B. The size of the coe¢ cients also varies to some extent but this is

arguably not strange.

7 Di¤erent treatments of night lights and population

density

7.1 E¤ects on night lights per capita

In the paper modern outcomes were measured by either population density or night lights

per land area. This makes sense, since by and large they capture the same dimension of

economic and urban development. For example, it is easy to see from the map in Figure 9

in the paper that some large cities� we can identify, e.g., Moscow, Paris, and Madrid in the

map� also record some of the highest levels of night lights.

We can also study the e¤ects of borders on night lights per capita. The easiest way to do

this is to use log night lights as the dependent variable and enter log population density as

control. This approximately corresponds to using night lights per capita as the dependent

variable, while controlling for population density.26

Table A.29 shows the results from a set of regressions identical to those in Table 6 in the

paper, except that we now enter log population density as control. Panel A shows the global

e¤ects while Panel B shows the results in terms of local deviations.

Most of the correlations between border frequency and log night lights now come out

as insigni�cant, but in both panels the more signi�cant e¤ects carry the same signs as in

the paper. The global regressions in Panel A show a positive e¤ect of border frequency in

columns (2) and (3), i.e., when entering latitude �xed e¤ects and geography controls. Panel

B shows mostly negative e¤ects, signi�cant at the 1% level in column (5) when dropping

coastal cells, and at the 10% level in column (6) when adding longitude �xed e¤ects.

In a mechanical sense, it is not too surprising that these results are weaker, since popu-

lation and night lights are so highly correlated, both globally across all cells, and in terms

of local deviations from neighboring cells. However, whatever correlation there is seems to

suggest that border frequency has qualitatively similar e¤ects on night lights per capita as

it has on night lights per land area and on population density.

26To be very precise, it is the same as using the ratio of one plus night lights over one plus population as

the dependent variable, controlling for log of one plus population.
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7.2 Alternative log transformations

Log night lights in the text actually refers to the log of one plus night lights (where night lights

are measured as the average across the cell�s pixels and over the years 1992-2013). Another

commonly used measure is to take the log of 0.01 plus night lights; see, e.g., Michalopoulos

and Papaioannou (2013, 2014) and Dickens (2017). The motivation is that it generates

higher correlation with GDP per capita in cross-country data.

The regression results using this measure as the dependent variable are shown in Table

A.30, applying the exact same speci�cations as in the top panels of Tables 6 and 7 in the

paper. The results hardly change at all in terms of which coe¢ cients come out as signi�cant,

but it is interesting to note that they all have larger magnitude.

The log transformation using the constant 0.01 may indeed be more common in the liter-

ature. In our benchmark regressions, we rather use one as the constant, to be consistent with

the log transformation used for population densities, and because we feel uncertain about

how often the other approach is used in grid-cell level analysis. However, it is comforting to

know that the results for night lights are not sensitive to the choice of log transformation.

7.3 Controlling for urbanization

Section 5.3.4 in the paper correlated urbanization with borders in various panel regressions,

using data from the History Database of the Global Environment (HYDE). In Table A.31,

we examine how robust the correlations between modern outcomes and border frequency

are to controlling for urbanization in 1500, or average urbanization 1500-2000, as well as the

benchmark set of geography controls and latitude �xed e¤ects. For comparison, columns (1)

and (4) of Table A.31 report the coe¢ cients without any urbanization controls, identical to

those in column (3) of Panels A and B in Table 6 in the paper.

We do not know what the causal relationship between borders and urbanization is. It

seems likely that both could a¤ect one another, as well as our measures of modern outcomes.

However, we note that border frequency stays signi�cant when including either of these

urbanization controls.
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Table A.3: Cross-correlations between
the change in border frequency when HRE
adjusting and the benchmark geography
variables.

Mountain >2000m 0.006
(0.660)

Mountain >1000m 0.023
(0.099)

Log ruggedness −0.005
(0.718)

River density −0.062
(0.000)

Ag. suit. rainfed −0.030
(0.030)

Ag. suit. irrig. 0.091
(0.000)

Rainfall −0.129
(0.000)

Log distance to coast −0.007
(0.635)

Coastline density 0.037
(0.007)

Notes: Unconditional pairwise correlation coef-
ficients between the benchmark geography vari-
ables and the change in border frequency when
treating the Holy Roman Empire as unified; p-
values in parentheses.



Table A.4: Geography and border frequency: controlling for elevation.

Dependent variable: Border frequency 1500-2000

(1) (2) (3) (4) (5) (6)

Log elevation 0.039∗∗∗ 0.035∗∗∗ 0.030∗∗∗ −0.004 0.005 0.011
(0.008) (0.008) (0.009) (0.009) (0.009) (0.009)

Mountain >2000m 0.112∗∗∗ 0.125∗∗∗ 0.122∗∗∗ 0.142∗∗∗

(0.041) (0.041) (0.040) (0.034)
Mountain >1000m 0.053∗∗

(0.022)
Log ruggedness 0.046∗∗∗ 0.024∗∗∗ 0.012∗

(0.008) (0.008) (0.007)
River density 1.808∗∗∗ 1.391∗∗

(0.649) (0.670)
Ag. suit. rainfed 0.002 0.081∗∗∗

(0.031) (0.030)
Ag. suit. irrig. −0.103∗∗∗ −0.098∗∗∗

(0.022) (0.019)
Rainfall 0.040∗∗∗ 0.039∗∗∗

(0.013) (0.013)
Log dist. to coast −0.129∗∗ −0.060

(0.053) (0.057)
Coastline density 0.021∗ 0.022∗∗

(0.011) (0.011)
Log land area 0.002 0.003 0.003 0.006 0.027∗∗∗ 0.026∗∗∗

(0.004) (0.004) (0.004) (0.004) (0.006) (0.006)

R2 0.14 0.14 0.14 0.16 0.19 0.34
Number of obs. 5202 5202 5202 5202 5202 5202

Fixed effects Latitude Latitude Latitude Latitude Latitude Lat./Long.

Notes: Ordinary least squares regressions with Conley standard errors in parentheses assuming spatial
autocorrelation among observations within 1.45 degrees of each other. * indicates p <0.10, ** p <0.05, and
*** p <0.01.
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Table A.7: Geography and border frequency using river and coast dummies.

Dependent variable: Border frequency 1500-2000

(1) (2) (3) (4) (5) (6)

Mountain >2000m 0.122∗∗∗ 0.129∗∗∗ 0.111∗∗∗ 0.146∗∗∗

(0.040) (0.037) (0.039) (0.033)
Mountain >1000m 0.041∗∗ 0.063∗∗∗

(0.019) (0.018)
Log ruggedness 0.025∗∗∗ 0.023∗∗∗ 0.016∗∗∗ 0.028∗∗∗ 0.017∗∗∗ 0.014∗∗

(0.007) (0.007) (0.006) (0.009) (0.006) (0.005)
River dummy 0.076∗∗∗ 0.076∗∗∗ 0.052∗∗∗ 0.069∗∗∗ 0.070∗∗∗ 0.070∗∗∗

(0.010) (0.010) (0.009) (0.010) (0.009) (0.009)
Ag. suit. rainfed −0.006 −0.011 0.034 −0.065∗ 0.076∗∗∗ 0.074∗∗

(0.030) (0.030) (0.025) (0.036) (0.029) (0.029)
Ag. suit. irrig. −0.106∗∗∗ −0.102∗∗∗ −0.044∗∗∗ −0.125∗∗∗ −0.104∗∗∗ −0.097∗∗∗

(0.022) (0.022) (0.017) (0.024) (0.018) (0.018)
Rainfall 0.043∗∗∗ 0.042∗∗∗ 0.032∗∗∗ 0.092∗∗∗ 0.042∗∗∗ 0.042∗∗∗

(0.013) (0.013) (0.010) (0.020) (0.012) (0.012)
Log dist. to coast −0.203∗∗∗ −0.196∗∗∗ −0.114∗∗ −0.154∗∗ −0.110∗∗ −0.103∗

(0.056) (0.056) (0.047) (0.061) (0.056) (0.056)
Coast dummy −0.053∗∗∗ −0.049∗∗∗ −0.028∗∗ −0.043∗∗∗ −0.035∗∗∗

(0.013) (0.014) (0.012) (0.012) (0.012)
Log land area 0.009∗∗ 0.009∗∗ 0.006 0.011∗∗ 0.012∗∗∗

(0.004) (0.004) (0.004) (0.004) (0.004)

R2 0.21 0.20 0.14 0.26 0.35 0.35
Number of obs. 5202 5202 5202 3869 5202 5202

Fixed effects Latitude Latitude Latitude Latitude Lat./Long. Lat./Long.
HRE adjustment No No Yes No No No
Drop coastal cells No No No Yes No No

Notes: Ordinary least squares regressions with Conley standard errors in parentheses assuming
spatial autocorrelation among observations within 1.45 degrees of each other. * indicates p <0.10,
** p <0.05, and *** p <0.01.



Table A.8: Geography and border frequency: local deviations using river and coast
dummies.

Dependent variable: ∆ Border frequency 1500-2000

(1) (2) (3) (4) (5) (6)

∆ Mountain >2000m 0.049
(0.037)

∆ Mountain >1000m 0.071∗∗∗ 0.072∗∗∗ 0.075∗∗∗ 0.078∗∗∗ 0.073∗∗∗

(0.018) (0.018) (0.018) (0.019) (0.019)
∆ Log ruggedness 0.019∗∗∗ 0.018∗∗∗ 0.017∗∗∗ 0.015∗∗∗ 0.020∗∗∗ 0.017∗∗∗

(0.005) (0.005) (0.005) (0.005) (0.007) (0.005)
∆ River dummy 0.036∗∗∗ 0.037∗∗∗ 0.038∗∗∗ 0.038∗∗∗ 0.036∗∗∗ 0.038∗∗∗

(0.008) (0.007) (0.008) (0.008) (0.007) (0.008)
∆ Ag. suit. rainfed −0.104∗∗∗ −0.098∗∗∗ −0.109∗∗∗ −0.101∗∗∗ −0.133∗∗∗ −0.099∗∗∗

(0.039) (0.037) (0.036) (0.036) (0.046) (0.035)
∆ Ag. suit. irrig. 0.007 0.014 0.015 0.022 0.004 0.017

(0.018) (0.019) (0.018) (0.019) (0.021) (0.018)
∆ Rainfall 0.071∗∗ 0.072∗∗∗ 0.073∗∗∗ 0.068∗∗ 0.086∗ 0.080∗∗∗

(0.028) (0.028) (0.028) (0.027) (0.044) (0.029)
∆ Log dist. to coast −0.169 −0.242 −0.259 −0.182 −0.036 −0.232

(0.320) (0.312) (0.313) (0.312) (0.332) (0.318)
∆ Coast dummy −0.002 0.002 0.004 0.004 0.004

(0.010) (0.011) (0.010) (0.010) (0.011)
∆ Log land area 0.011∗∗∗ 0.010∗∗∗ 0.011∗∗∗ 0.010∗∗∗ 0.011∗∗∗

(0.004) (0.004) (0.004) (0.004) (0.004)

R2 0.02 0.03 0.04 0.04 0.05 0.06
Number of obs. 5202 5202 5202 5202 3869 5202

Fixed effects None None Latitude Latitude Latitude Lat./Long.
HRE adjustment No No No Yes No No
Drop coastal cells No No No No Yes No

Notes: Ordinary least squares regressions with Conley standard errors in parentheses assuming
spatial autocorrelation among observations within 1.45 degrees of each other. * indicates p <0.10,
** p <0.05, and *** p <0.01.
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Table A.11: Geography and border frequency: sparser latitude and longitude fixed
effects.

Dependent variable: border frequency 1500-2000

(1) (2) (3) (4) (5)

Mountain >2000m 0.122∗∗∗ 0.127∗∗∗ 0.123∗∗∗ 0.153∗∗∗ 0.148∗∗∗

(0.042) (0.040) (0.040) (0.033) (0.033)
Log ruggedness 0.009∗ 0.027∗∗∗ 0.027∗∗∗ 0.019∗∗∗ 0.019∗∗∗

(0.005) (0.007) (0.007) (0.006) (0.006)
River density 1.884∗∗∗ 1.806∗∗∗ 1.785∗∗∗ 1.382∗∗ 1.420∗∗

(0.682) (0.644) (0.641) (0.658) (0.641)
Ag. suit. rainfed 0.090∗∗∗ 0.004 0.009 0.084∗∗∗ 0.076∗∗∗

(0.028) (0.030) (0.030) (0.029) (0.029)
Ag. suit. irrig. −0.108∗∗∗ −0.104∗∗∗ −0.101∗∗∗ −0.101∗∗∗ −0.098∗∗∗

(0.022) (0.022) (0.022) (0.019) (0.019)
Rainfall 0.068∗∗∗ 0.040∗∗∗ 0.042∗∗∗ 0.039∗∗∗ 0.039∗∗∗

(0.011) (0.013) (0.013) (0.013) (0.013)
Log dist. to coast −0.069 −0.116∗∗ −0.110∗∗ −0.026 −0.010

(0.047) (0.052) (0.052) (0.053) (0.053)
Coastline density 0.023∗ 0.023∗∗ 0.024∗∗ 0.026∗∗ 0.027∗∗∗

(0.014) (0.010) (0.010) (0.010) (0.010)
Log land area 0.035∗∗∗ 0.028∗∗∗ 0.028∗∗∗ 0.028∗∗∗ 0.029∗∗∗

(0.006) (0.006) (0.006) (0.006) (0.005)

R2 0.12 0.19 0.18 0.33 0.31
Number of obs. 5202 5202 5202 5202 5202

Fixed effects None Latitude Latitude Lat./Long. Lat./Long.
Sparseness NA Half degree Even degree Half degree Even degree

Notes: Ordinary least squares regressions with Conley standard errors in parentheses assuming spatial
autocorrelation among observations within 1.45 degrees of each other. Columns (2) and (4) enter fixed
effects for every half-degree latitude, and/or longitude, and columns (3) and (5) enter fixed effects for
every even integer degree latitude and/or longitude. Column (1) enters no fixed effects at all. * indicates
p <0.10, ** p <0.05, and *** p <0.01.



Table A.12: Geography and border frequency: different Conley cutoffs.

Dependent variable: Border frequency 1500-2000

(1) (2) (3) (4)

Mountain >2000m 0.127∗∗∗ 0.127∗∗∗

(0.037) (0.042)
Mountain >1000m 0.052∗∗∗ 0.052∗∗

(0.016) (0.022)
Log ruggedness 0.027∗∗∗ 0.025∗∗∗ 0.027∗∗∗ 0.025∗∗∗

(0.006) (0.006) (0.008) (0.008)
River density 1.806∗∗∗ 1.794∗∗∗ 1.806∗∗∗ 1.794∗∗∗

(0.636) (0.638) (0.655) (0.656)
Ag. suit. rainfed 0.004 −0.000 0.004 −0.000

(0.025) (0.025) (0.035) (0.035)
Ag. suit. irrig. −0.104∗∗∗ −0.098∗∗∗ −0.104∗∗∗ −0.098∗∗∗

(0.018) (0.018) (0.026) (0.027)
Rainfall 0.040∗∗∗ 0.040∗∗∗ 0.040∗∗∗ 0.040∗∗∗

(0.011) (0.011) (0.015) (0.015)
Log dist. to coast −0.116∗∗∗ −0.117∗∗∗ −0.116∗ −0.117∗

(0.041) (0.041) (0.063) (0.063)
Coastline density 0.023∗∗ 0.020∗ 0.023∗∗ 0.020∗

(0.010) (0.010) (0.011) (0.011)
Log land area 0.028∗∗∗ 0.026∗∗∗ 0.028∗∗∗ 0.026∗∗∗

(0.005) (0.005) (0.006) (0.006)

R2 0.19 0.19 0.19 0.19
Number of obs. 5202 5202 5202 5202

Conley cutoffs 1 degree 1 degree 2 degrees 2 degrees

Notes: Ordinary least squares regressions with Conley standard errors in
parentheses assuming spatial autocorrelation among observations within 1 or
2 degrees of each other, as indicated. All specifications also include latitude
fixed effects. * indicates p <0.10, ** p <0.05, and *** p <0.01.



Table A.13: Geography and border frequency: local deviations and different Conley
cutoffs.

Dependent variable: ∆ Border frequency 1500-2000

(1) (2) (3) (4)

∆ Mountain >1000m 0.070∗∗∗ 0.070∗∗∗ 0.065∗∗∗ 0.065∗∗∗

(0.017) (0.020) (0.016) (0.019)
∆ Log ruggedness 0.019∗∗∗ 0.019∗∗∗ 0.025∗∗∗ 0.025∗∗∗

(0.005) (0.005) (0.005) (0.005)
∆ River density 0.717∗∗∗ 0.717∗∗∗ 0.550∗ 0.550∗

(0.240) (0.244) (0.312) (0.325)
∆ Ag. suit. rainfed −0.109∗∗∗ −0.109∗∗∗ −0.080∗∗∗ −0.080∗∗

(0.032) (0.040) (0.028) (0.033)
∆ Ag. suit. irrig. 0.022 0.022 0.015 0.015

(0.017) (0.020) (0.017) (0.019)
∆ Rainfall 0.065∗∗ 0.065∗∗ 0.057∗∗∗ 0.057∗∗

(0.027) (0.029) (0.019) (0.022)
∆ Log dist. to coast −0.352 −0.352 −0.133 −0.133

(0.271) (0.275) (0.213) (0.213)
∆ Coastline density 0.015∗∗ 0.015∗ 0.011 0.011

(0.008) (0.008) (0.007) (0.007)
∆ Log land area 0.015∗∗∗ 0.015∗∗∗ 0.009∗∗ 0.009∗∗

(0.004) (0.005) (0.004) (0.004)

R2 0.04 0.04 0.04 0.04
Number of obs. 5202 5202 5202 5202

Conley cutoffs 1 degree 2 degree 1 degrees 2 degrees
Number of neighbors 8 cells 8 cells 24 cells 24 cells

Notes: Ordinary least squares regressions with Conley standard errors in
parentheses assuming spatial autocorrelation among observations within 1 or
2 degrees of each other, as indicated. The dependent and independent vari-
ables are measured as local deviations from the 8 or 24 closest neighboring
cells, as indicated. All specifications include latitude fixed effects (not in local
deviations). * indicates p <0.10, ** p <0.05, and *** p <0.01.

Table A.14: Borders and modern outcomes: fixed effects for clusters of cells.

Dependent variable:

Log night lights Log population density

(1) (2) (3) (4) (5) (6)

Border frequency 1500-2000 −0.124∗∗ −0.143∗∗∗ −0.119∗∗ −0.207∗∗∗ −0.245∗∗∗ −0.218∗∗∗

(0.052) (0.051) (0.056) (0.078) (0.078) (0.082)

R2 0.73 0.68 0.63 0.73 0.67 0.62
Number of obs. 5202 5202 5202 5201 5201 5201

Cluster size 9 cells 16 cells 25 cells 9 cells 16 cells 25 cells

Notes: Ordinary least squares regressions with Conley standard errors in parentheses assuming spatial
autocorrelation among observations within 1.45 degrees of each other. The sample is divided into different
clusters containing 9, 16, and 25 neighboring cells, as explained in the text. Each regression enters a
dummy for the cluster each cell belongs to, with the cluster size indicated. All specifications also include
latitude fixed effects and the benchmark set of geography controls. * indicates p <0.10, ** p <0.05, and
*** p <0.01.
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Table A.17: Border dummies and modern outcomes.

Panel A Dependent variable: Log night lights

(1) (2) (3) (4) (5) (6)

Border dummy 0.177∗∗∗ 0.330∗∗∗ 0.251∗∗∗ 0.320∗∗∗ 0.067 −0.113∗∗

(0.050) (0.053) (0.055) (0.060) (0.057) (0.044)

R2 0.34 0.35 0.35 0.35 0.34 0.34
Number of obs. 5202 5202 5202 5202 5202 5202

Panel B Dependent variable: Log population density

Border dummy 0.197∗∗∗ 0.385∗∗∗ 0.348∗∗∗ 0.487∗∗∗ 0.094 −0.015
(0.067) (0.072) (0.076) (0.082) (0.076) (0.059)

R2 0.38 0.39 0.39 0.39 0.38 0.38
Number of obs. 5201 5201 5201 5201 5201 5201

Year to which
border dummy refers

1500 1600 1700 1800 1900 2000

Notes: Ordinary least squares regressions with Conley standard errors in parentheses assuming spatial autocorre-
lation among observations within 1.45 degrees of each other. All specifications include latitude fixed effects and
the benchmark set of geography controls. * indicates p <0.10, ** p <0.05, and *** p <0.01.

Table A.18: Border dummies and modern outcomes: local deviations.

Panel A Dependent variable: ∆ Log night lights

(1) (2) (3) (4) (5) (6)

∆ Border dummy −0.058∗∗ −0.046 −0.080∗∗ −0.028 −0.084∗∗ −0.106∗∗∗

(0.027) (0.031) (0.034) (0.039) (0.033) (0.025)

R2 0.13 0.13 0.13 0.13 0.13 0.13
Number of obs. 5202 5202 5202 5202 5202 5202

Panel B Dependent variable: ∆ Log population density

∆ Border dummy −0.115∗∗∗ −0.078∗ −0.098∗∗ −0.047 −0.145∗∗∗ −0.148∗∗∗

(0.039) (0.046) (0.049) (0.058) (0.048) (0.039)

R2 0.08 0.08 0.08 0.08 0.08 0.08
Number of obs. 5201 5201 5201 5201 5201 5201

Year to which
∆ border dummy refers

1500 1600 1700 1800 1900 2000

Notes: Ordinary least squares regressions with Conley standard errors in parentheses assuming spatial autocor-
relation among observations within 1.45 degrees of each other. All specifications include local deviations in the
benchmark set of geography controls and latitude fixed effects (not in local deviations). * indicates p <0.10, **
p <0.05, and *** p <0.01.
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Table A.21: Geography and alternative measures of state fragmentation.

Dependent variable:

Border
frequency

Log number
of states

Log mean
state size

Border
density

Log border
distance

(1) (2) (3) (4) (5)

Mountain >2000m 0.127∗∗∗ 0.054∗∗∗ −0.119 0.002 −0.664∗∗∗

(0.040) (0.018) (0.102) (0.002) (0.156)
Log ruggedness 0.027∗∗∗ 0.017∗∗∗ −0.121∗∗∗ 0.001 −0.090∗∗∗

(0.007) (0.004) (0.029) (0.001) (0.031)
River density 1.806∗∗∗ 1.095∗∗∗ −2.594∗∗∗ 0.061 −7.924∗∗∗

(0.644) (0.387) (0.787) (0.045) (2.728)
Ag. suit. rainfed 0.004 −0.014 0.873∗∗∗ −0.006∗∗∗ −0.225

(0.030) (0.017) (0.121) (0.002) (0.143)
Ag. suit. irrig. −0.104∗∗∗ −0.057∗∗∗ −0.281∗∗∗ −0.006∗∗∗ 0.414∗∗∗

(0.022) (0.014) (0.088) (0.001) (0.107)
Rainfall 0.040∗∗∗ 0.023∗∗∗ −0.322∗∗∗ 0.002 −0.154∗∗

(0.013) (0.007) (0.047) (0.001) (0.061)
Log dist. to coast −0.116∗∗ −0.054∗ 2.737∗∗∗ −0.013∗∗∗ 2.448∗∗∗

(0.052) (0.031) (0.283) (0.004) (0.278)
Coastline density 0.023∗∗ 0.012∗∗ −0.043 0.001 −0.042

(0.010) (0.006) (0.055) (0.004) (0.073)
Log land area 0.028∗∗∗ 0.015∗∗∗ 0.057∗∗ −0.003∗∗∗ −0.052∗

(0.006) (0.003) (0.027) (0.001) (0.030)

R2 0.19 0.20 0.42 0.09 0.37
Number of obs. 5202 5202 5202 5202 5202

Notes: Ordinary least squares regressions with Conley standard errors in parentheses assum-
ing spatial autocorrelation among observations within 1.45 degrees of each other. * indicates
p <0.10, ** p <0.05, and *** p <0.01.
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Table A.24: Geography and border frequency using Abramson data.

Dependent variable: Border frequency 1500-1800.

(1) (2) (3) (4) (5) (6)

Mountain >2000m 0.118∗∗∗ 0.337∗∗∗ 0.121 0.124∗∗∗ 0.324∗∗∗ 0.089
(0.037) (0.095) (0.108) (0.033) (0.087) (0.080)

Log ruggedness 0.032∗∗∗ 0.049∗∗∗ 0.048∗∗∗ 0.017∗∗∗ 0.025∗∗∗ 0.006
(0.008) (0.011) (0.012) (0.006) (0.009) (0.010)

River density 2.017∗∗∗ 2.094∗∗∗ 2.469∗∗∗ 1.028∗∗ 0.969∗∗ 1.342∗∗

(0.708) (0.757) (0.865) (0.421) (0.432) (0.570)
Ag. suit. rainfed 0.007 −0.002 −0.000 0.060∗∗ 0.058 0.071∗

(0.035) (0.046) (0.048) (0.028) (0.035) (0.038)
Ag. suit. irrig. −0.126∗∗∗ −0.135∗∗∗ −0.109∗∗∗ −0.032∗ −0.029 −0.024

(0.027) (0.031) (0.034) (0.019) (0.021) (0.024)
Rainfall 0.048∗∗∗ 0.043∗∗ 0.045∗∗ 0.033∗∗∗ 0.033∗∗ 0.035∗∗

(0.015) (0.018) (0.019) (0.011) (0.013) (0.014)
Log dist. to coast −0.196∗∗∗ −0.252∗∗∗ −0.257∗∗∗ −0.121∗∗∗ −0.157∗∗∗ −0.280∗∗∗

(0.062) (0.078) (0.085) (0.045) (0.057) (0.066)
Coastline density 0.024∗ 0.053∗∗∗ 0.052∗∗∗ 0.017∗ 0.027∗ 0.015

(0.012) (0.020) (0.017) (0.010) (0.015) (0.014)
Log land area 0.029∗∗∗ 0.041∗∗∗ 0.045∗∗∗ 0.014∗∗∗ 0.015∗∗ 0.021∗∗

(0.007) (0.010) (0.011) (0.005) (0.008) (0.008)

R2 0.19 0.21 0.20 0.12 0.13 0.13
Number of obs. 5202 3861 3861 5202 3861 3861

Source for borders Euratlas Euratlas Abramson Euratlas Euratlas Abramson
Sample Euratlas Abramson Abramson Euratlas Abramson Abramson
HRE adjustment No No No Yes Yes Yes

Notes: Ordinary least squares regressions with Conley standard errors in parentheses assuming
spatial autocorrelation among observations within 1.45 degrees of each other. Border frequency is
measured over 1500-1800 for the Euratlas measure, and 1500-1790 for the Abramson measure. The
HRE adjusted border frequency measures use Euratlas as source for the HRE borders, and either
Euratlas or Abramson as source for sovereign state borders, as indicated (see also explanations in
the text). All specifications include latitude fixed effects. * indicates p <0.10, ** p <0.05, and ***
p <0.01.



Table A.25: Borders and modern outcomes using Abramson data.

Panel A Dependent variable:

Log night lights Log population density

(1) (2) (3) (4) (5) (6)

Border frequency 1500-1800 0.443∗∗∗ 0.450∗∗∗ 0.493∗∗∗ 0.574∗∗∗ 0.531∗∗∗ 0.556∗∗∗

(0.073) (0.078) (0.071) (0.103) (0.112) (0.102)

R2 0.35 0.30 0.30 0.39 0.32 0.33
Number of obs. 5202 3861 3861 5201 3860 3860

Panel B

Border freq. 1500-1800 (HRE-adj.) 0.045 0.019 0.253∗∗∗ 0.099 −0.021 0.244∗∗

(0.072) (0.078) (0.076) (0.100) (0.106) (0.103)

R2 0.34 0.28 0.28 0.38 0.31 0.31
Number of obs. 5202 3861 3861 5201 3860 3860

Border variable Euratlas Euratlas Abramson Euratlas Euratlas Abramson
Sample Euratlas Abramson Abramson Euratlas Abramson Abramson

Notes: Ordinary least squares regressions with Conley standard errors in parentheses assuming spatial autocorrelation
among observations within 1.45 degrees of each other. Border frequency is measured over 1500-1800 for the Euratlas
measure, and 1500-1790 for the Abramson measure. All specifications include latitude fixed effects. * indicates
p <0.10, ** p <0.05, and *** p <0.01.



Table A.26: Geography and border frequency with smaller and larger cell size.

Dependent variable: Border frequency 1500-2000

(1) (2) (3) (4) (5) (6)

Mountain >2000m 0.073∗∗∗ 0.071∗∗∗ 0.074∗∗∗

(0.029) (0.004) (0.082)
Mountain >1000m 0.071∗∗∗ 0.052∗∗∗ 0.033

(0.012) (0.002) (0.027)
Log ruggedness 0.146∗∗∗ 0.133∗∗∗ 0.055∗∗∗ 0.052∗∗∗ 0.197∗∗∗ 0.196∗∗∗

(0.004) (0.004) (0.000) (0.000) (0.010) (0.010)
River density 0.109∗∗∗ 0.108∗∗∗ 0.090∗∗∗ 0.090∗∗∗ 0.164∗∗∗ 0.163∗∗∗

(0.631) (0.632) (0.021) (0.021) (1.002) (1.010)
Ag. suit. rainfed 0.005 −0.000 −0.050∗∗∗ −0.054∗∗∗ 0.067 0.060

(0.018) (0.018) (0.002) (0.002) (0.045) (0.045)
Ag. suit. irrig. −0.127∗∗∗ −0.119∗∗∗ −0.041∗∗∗ −0.039∗∗∗ −0.165∗∗∗ −0.162∗∗∗

(0.013) (0.013) (0.001) (0.001) (0.032) (0.033)
Rainfall 0.143∗∗∗ 0.144∗∗∗ 0.132∗∗∗ 0.130∗∗∗ 0.102∗∗ 0.100∗∗

(0.007) (0.007) (0.001) (0.001) (0.016) (0.016)
Log dist. to coast −0.065∗∗∗ −0.065∗∗∗ −0.023∗∗∗ −0.022∗∗∗ −0.144∗∗∗ −0.141∗∗∗

(0.028) (0.027) (0.003) (0.003) (0.063) (0.064)
Coastline density 0.029∗∗ 0.025∗∗ 0.008∗∗ 0.008∗∗ 0.021 0.020

(0.010) (0.010) (0.000) (0.000) (0.014) (0.014)
Log land area 0.116∗∗∗ 0.109∗∗∗ 0.047∗∗∗ 0.046∗∗∗ 0.135∗∗∗ 0.132∗∗∗

(0.004) (0.004) (0.001) (0.001) (0.008) (0.008)

R2 0.19 0.19 0.10 0.09 0.24 0.24
Number of obs. 5202 5202 107945 107945 1527 1527

Cell size (degrees) 0.5×0.5 0.5×0.5 0.1×0.1 0.1×0.1 1×1 1×1

Notes: Ordinary least squares regressions with standardized coefficients and robust standard
errors in parentheses (not adjusted for spatial correlation). The specifications include fixed
effects for half-degree latitudes in columns (1)-(4), and one-degree latitudes in columns (5)-(6).
* indicates p <0.10, ** p <0.05, and *** p <0.01.



Table A.27: Geography and border frequency with smaller and larger cell size: local
deviations.

Dependent variable: ∆ Border frequency 1500-2000

(1) (2) (3) (4) (5) (6)

∆ Mountain >2000m 0.034∗ 0.052∗∗∗ 0.062∗∗∗

(0.028) (0.005) (0.039)
∆ Mountain >1000m 0.079∗∗∗ 0.032∗∗∗ 0.080∗∗∗

(0.015) (0.002) (0.026)
∆ Log ruggedness 0.072∗∗∗ 0.068∗∗∗ 0.002 0.001 0.120∗∗∗ 0.111∗∗∗

(0.004) (0.004) (0.001) (0.001) (0.010) (0.010)
∆ River density 0.062∗∗∗ 0.064∗∗∗ 0.070∗∗∗ 0.070∗∗∗ 0.035 0.033

(0.239) (0.246) (0.015) (0.015) (0.730) (0.728)
∆ Ag. suit. rainfed −0.083∗∗∗ −0.079∗∗∗ −0.022∗∗∗ −0.023∗∗∗ −0.007 0.000

(0.028) (0.027) (0.002) (0.002) (0.065) (0.064)
∆ Ag. suit. irrig. 0.015 0.022 0.013∗∗∗ 0.013∗∗∗ −0.020 −0.022

(0.016) (0.016) (0.001) (0.001) (0.039) (0.038)
∆ Rainfall 0.046∗∗ 0.046∗∗ −0.003 −0.003 0.079∗∗ 0.080∗∗

(0.025) (0.025) (0.026) (0.026) (0.029) (0.029)
∆ Log dist. to coast −0.011 −0.018 −0.003 −0.003 −0.021 −0.027

(0.262) (0.260) (0.216) (0.217) (0.293) (0.291)
∆ Coastline density 0.030∗∗ 0.027∗∗ 0.003∗∗∗ 0.003∗∗∗ 0.042∗∗ 0.037∗

(0.008) (0.007) (0.000) (0.000) (0.010) (0.010)
∆ Log land area 0.076∗∗∗ 0.069∗∗∗ 0.013∗∗∗ 0.013∗∗∗ 0.079∗∗ 0.074∗

(0.004) (0.004) (0.001) (0.001) (0.008) (0.008)

R2 0.03 0.04 0.01 0.01 0.05 0.06
Number of obs. 5202 5202 107929 107929 1527 1527

Cell size (degrees) 0.5×0.5 0.5×0.5 0.1×0.1 0.1×0.1 1×1 1×1

Notes: Ordinary least squares regressions with standardized coefficients and robust standard errors
in parentheses (not adjusted for spatial correlation). The specifications include fixed effects for
half-degree latitudes in columns (1)-(4), and one-degree latitudes in columns (5)-(6). * indicates
p <0.10, ** p <0.05, and *** p <0.01.
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Table A.29: Borders and modern outcomes: night lights controlling for population den-
sity.

Panel A Dependent variable: Log night lights

(1) (2) (3) (4) (5) (6)

Border frequency 1500-2000 0.082 0.134∗∗∗ 0.087∗∗ −0.058 0.064 −0.043
(0.056) (0.048) (0.042) (0.045) (0.048) (0.037)

Log population density 0.515∗∗∗ 0.502∗∗∗ 0.526∗∗∗ 0.528∗∗∗ 0.509∗∗∗ 0.499∗∗∗

(0.009) (0.010) (0.010) (0.010) (0.011) (0.009)

R2 0.67 0.73 0.77 0.77 0.77 0.81
Number of obs. 5201 5201 5201 5201 3869 5201

Panel B Dependent variable: ∆ Log night lights

∆ Border frequency 1500-2000 −0.022 −0.041 −0.043 −0.039 −0.081∗∗∗ −0.046∗

(0.028) (0.028) (0.028) (0.027) (0.028) (0.028)
∆ Log population density 0.500∗∗∗ 0.487∗∗∗ 0.487∗∗∗ 0.487∗∗∗ 0.462∗∗∗ 0.487∗∗∗

(0.009) (0.009) (0.009) (0.009) (0.009) (0.008)

R2 0.58 0.62 0.63 0.63 0.65 0.64
Number of obs. 5201 5201 5201 5201 3869 5201

Geography controls No Yes Yes Yes Yes Yes
Fixed effects None None Latitude Latitude Latitude Lat./Long.
HRE adjustment No No No Yes No No
Drop coastal cells No No No No Yes No

Notes: Ordinary least squares regressions with Conley standard errors in parentheses assuming spatial autocorre-
lation among observations within 1.45 degrees of each other. In Panel A geography controls refer to the benchmark
controls used in the paper, and in Panel B their local deviations. * indicates p <0.10, ** p <0.05, and *** p <0.01.

Table A.30: Borders and modern outcomes: using log of 0.01 plus night lights.

Panel A Dependent variable: Log (0.01+night lights)

(1) (2) (3) (4) (5) (6)

Border frequency 1500-2000 1.296∗∗∗ 0.806∗∗∗ 0.563∗∗∗ 0.015 0.460∗∗∗ 0.068
(0.150) (0.147) (0.132) (0.129) (0.141) (0.117)

R2 0.03 0.36 0.41 0.41 0.49 0.49
Number of obs. 5202 5202 5202 5202 3869 5202

Panel B Dependent variable: ∆ Log (0.01+night lights)

∆ Border frequency 1500-2000 −0.217∗∗ −0.283∗∗∗ −0.277∗∗∗ −0.263∗∗∗ −0.454∗∗∗ −0.296∗∗∗

(0.088) (0.084) (0.084) (0.083) (0.081) (0.083)

R2 0.00 0.11 0.13 0.13 0.15 0.15
Number of obs. 5202 5202 5202 5202 3869 5202

Geography controls No Yes Yes Yes Yes Yes
Fixed effects None None Latitude Latitude Latitude Lat./Long.
HRE adjustment No No No Yes No No
Drop coastal cells No No No No Yes No

Notes: Ordinary least squares regressions with Conley standard errors in parentheses assuming spatial autocorre-
lation among observations within 1.45 degrees of each other. In Panel A geography controls refer to the benchmark
controls used in the paper, and in Panel B their local deviations. * indicates p <0.10, ** p <0.05, and *** p <0.01.



Table A.31: Borders and modern outcomes: controlling for urbanization.

Panel A Dependent variable:

Log night lights Log population density

(1) (2) (3) (4) (5) (6)

Border frequency 1500-2000 0.371∗∗∗ 0.344∗∗∗ 0.306∗∗∗ 0.540∗∗∗ 0.491∗∗∗ 0.450∗∗∗

(0.084) (0.067) (0.078) (0.120) (0.102) (0.114)
Fraction urban 1500-2000 3.103∗∗∗ 4.036∗∗∗

(0.098) (0.156)
Fraction urban 1500 2.373∗∗∗ 2.570∗∗∗

(0.154) (0.220)

R2 0.35 0.56 0.42 0.39 0.52 0.40
Number of obs. 5202 5055 5036 5201 5055 5036

Notes: Ordinary least squares regressions with Conley standard errors in parentheses assuming spatial autocor-
relation among observations within 1.45 degrees of each other. All specifications include the benchmark set of
geography controls and latitude fixed effects. * indicates p <0.10, ** p <0.05, and *** p <0.01.
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-.20.2.4.6
Mean log night lights controlling for geography
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Mean log pop. density controlling for geography
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